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Abstract—This paper presents a comprehensive analysis of
a variable time-scale streaming technique, VTSS, according to
which rate changes are obtained by varying the inter-packet
transmission interval, rather than altering, as in most cases, the
source coding rate. Instead of constraining the transmitter to
operate in real-time, the time scale of the packet scheduler can
vary between zero, when the network is congested, to as faster
than real-time as the channel bandwidth allows, when the network
is lightly loaded. Although this approach is reportedly used in
commercial streaming products, so far the technique has not yet
been analyzed in a rigorous fashion, nor it has been compared
to other state-of-the-art streaming techniques. This work first
presents a theoretical analysis of the performance achievable
by the VTSS approach, and it shows that, for the same channel
conditions, VTSS yields a total distortion which is lower or, in the
worst case, equal than the distortion of the standard real-time
source-rate adaptive approach. A lower bound on receiver buffer
size is also derived. Network simulations then analyze the perfor-
mance of a TCP-friendly test implementation of VTSS compared
with an ideal real-time source rate-adaptive technique, whose
performance, being ideal, represents the upper bound of any
transmission scheme based on source rate adaptation. The sim-
ulation results, also based on actual network traces, show that
the VTSS approach delivers higher perceptual quality (up to 1.2
dB PSNR in the considered scenarios) and reduced video quality
fluctuations (1.6 dB standard deviation PSNR, instead of 4.9 dB)
for a wide range of standard video sequences. Perceptual quality
evaluation by means of PVQM confirms such results. The gains,
as expected, are even more pronounced (7.6 dB PSNR on average)
if compared to real-time constant bit-rate video transmission.

Index Terms—Rate adaptation, variable time-scale streaming,
video communication.

I. INTRODUCTION

M ULTIMEDIA applications continue to be at the center
of an extraordinary deal of attention. From voice

over IP—which is radically changing telephony—to video
streaming—which enables, among other things, hugely popular
video sharing sites—multimedia communications are the focus
of the efforts of engineers and researchers worldwide.

However, for this appealing class of applications to succeed,
several major problems need to be solved. Among them, per-
haps the most challenging issue is how to best deal with the
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strongly time-varying nature of IP networks, both wired [1] and,
even more so, wireless [2]. Many proposals have been made to
address the problem of time-varying bandwidth, loss rates and
delays. They range from physical-layer solutions (e.g., adaptive
modulation schemes [3]) to application-layer approaches (e.g.,
joint source-channel coding [4], [5]). Other studies suggest that
end-to-end flow control should be adopted by multimedia flows
to prevent congestion and unfair use of network resources [6];
thus, a large number of rate-adaptive approaches have been pro-
posed, in which the transmission rate is typically adapted to
match the estimated value of the instantaneous channel capacity.

Rate-adaptive techniques for multimedia communications are
usually based on real-time source rate adaptation. The key idea
behind this class of algorithms is that, in case of congestion,
the sender reduces the amount of traffic sent to the network by
lowering the source encoding rate. The reduced rate eases the
network congestion, therefore reducing the likelihood of packet
losses, with a final effect on quality that overcomes, in the ideal
case, the higher distortion caused by the lower source rate [7].
This approach is, however, limited in two main ways. First,
the encoding bitrate is restricted to a given rate range which
depends on the compression algorithm. When the source rate
cannot descend any lower, potentially heavy losses occur; when
the source rate cannot go any higher, network resources are not
fully exploited. The second limitation regards the multimedia
encoding quality, which varies according to the fluctuations of
network conditions. However, source rate adaptation algorithms
remain the main viable option to ensure the highest possible
quality for the crucial class of interactive multimedia communi-
cations, such as voice over IP and videoconferencing.

Changing class of applications, the noninteractive, delay-tol-
erant nature of multimedia streaming allow to consider other
options, besides source rate adaptation, to match the rate of
multimedia streams to the instantaneous channel capacity. This
work analyzes the specific idea of decoupling the transmission
rate from the playback rate. Streaming systems, in fact, usu-
ally transmit, for simplicity’s sake, video or audio frames in
real-time, that is, at approximately the same rate at which they
will be decoded and presented to the user, just like interactive
applications, such as voice over IP. For instance, many speech
communication applications transmit a frame (i.e., a packet)
every 20 ms, which is also precisely the schedule followed by
the speech decoder.

According, instead, to the approach analyzed in this paper,
hereafter referred to as variable time-scale streaming (VTSS),
the source rate remains unchanged, but the packet scheduler is
free to change its instantaneous transmission rate from zero (i.e.,
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the transmission pauses) when the channel capacity is low, to
faster than real-time as the channel bandwidth allows. The de-
coder playback rate remains, of course, unchanged. VTSS is in-
dependent of the specific source coding algorithm and thus it
can be applied to pre-compressed multimedia content; further-
more it is certainly conceivable to combine both approaches,
i.e., VTSS and source coding rate adaptation, to achieve even
greater flexibility and performance.

Several works (see [8] for a survey) propose to send frames
ahead of schedule (with respect to their playback time), but
not to maximize perceptual quality, rather to smooth a vari-
able-bit-rate stream for transmission over a constant-bit-rate
channel [9], e.g., to improve the statistical multiplexing gain
[10]. Such smoothing approach is applied to streaming of both
pre-compressed and live video [11], [12]. The rate adaptation
protocol (RAP) is based, as VTSS, on the idea of varying the
inter-packet gap to adjust transmission speed [13]; that work,
however, mainly focuses on the end-to-end congestion control
rather than on analyzing multimedia quality. In [14], a variable
transmission rate technique that optimizes bandwidth usage by
a streaming server, while controlling the buffer fullness of the
clients, is studied; however, the case in which the transmission
rate is zero is not considered, nor, more relevantly, the per-
ceptual quality experienced by the end-users. Some industrial
streaming solutions, such as the Windows Media and Real
Networks systems, are also reported to vary the packet sending
rate, particularly at the beginning of the transmission to fill the
playout buffer; an analysis of their behavior is, however, not
possible due to the confidentiality surrounding the algorithms
used by such applications. Finally, according to Odlyzko,
faster-than-realtime file transfers represents the most efficient
way of delivering multimedia traffic [15].

This work studies the variable time-scale streaming ap-
proach, VTSS, first formulating the problem analytically, then
providing results about the perceptual quality obtainable by
both VTSS and other reference techniques. More specifically, a
comparison has been made between VTSS and regular constant
bit rate (CBR) transmission and between VTSS and an ideal
implementation of the real-time source rate-adaptive approach,
whose performance, being ideal, represents the upper bound of
any transmission system based on source rate adaptation. The
performance of the VTSS approach is experimentally assessed
through a specific VTSS test implementation based on the same
end-to-end control of transmission rate of the TCP protocol.
Performance is studied by means of NS-2 network simulations,
using H.264 test video sequences and objective measures of
video quality. This paper substantially extends and completes
the work presented in [16] with a theoretical analysis of the
performance achievable by the VTSS approach and the receiver
buffer size requirements. Moreover, the performance of the
VTSS test implementation is assessed in realistic scenarios
by means of actual network traces, and the impact of limiting
the client buffer size is also investigated. A discussion of the
state-of-the-art literature on this subject is also presented.

The paper is organized as follows. Section II reports on the
literature in this field of research. Section III introduces the

video streaming scenario and presents the VTSS approach.
Section IV shows that the VTSS approach can achieve a distor-
tion which is lower or equal than the distortion achieved by the
best source rate-adaptive technique, under the same network
conditions and analyzes the receiver buffer requirements. The
simulation setup is described in Section V. Simulation results
comparing the VTSS approach with other reference techniques
are reported and discussed in Section VI. Finally, conclusions
are drawn in Section VII.

II. RELATED WORKS

Most of the early approaches to real-time multimedia com-
munications mainly focused on reserving network resources on
the basis of peak bandwidth requirements [17]. Network con-
gestion was avoided by using preventive call admission control
mechanisms based on such peak bandwidth requirements [18].
This approach, however, sacrifices statistical multiplexing gain.

Currently, the problem of providing good perceptual perfor-
mance in multimedia communications is better described in
terms of transmitting only the data that fit network capacity
at any given time. Thus, adaptation mechanisms have been
developed to consider both network conditions and the specific
characteristics of multimedia data. Networking issues are
usually addressed by monitoring specific network parameters
(e.g., bandwidth, delay, jitter) and then estimating an optimal
transmission rate on the basis of such parameters. Regarding
multimedia data, source rate shaping techniques may be used to
adapt the source coding rate to the available network capacity.
Section II-A presents a survey of rate estimation algorithms,
whereas Section II-B focuses on rate adaptation algorithms.

A. Rate Estimation Algorithms

Rate estimation algorithms strive to determine the optimal
transmission rate as a function of the capacity of the channel;
channel capacity depends on concurrent traffic load and, in case
of wireless links, also on physical conditions such as interfer-
ence, path loss, and fading. Since channel capacity is not known
in advance and it can rapidly change, its value should be esti-
mated at the transmitter by means of feedback information from
the network [7], [19] or the receiver.

Receiver-based feedbacks are the basis of the so-called
end-to-end rate estimation algorithms which match the In-
ternet’s philosophy at concentrating complexity into the end
nodes, keeping internal nodes as simple as possible. TCP can
be considered the most important end-to-end rate-adaptive
Internet protocol. Each source maintains a counter (named
congestion window) indicating the number of bytes that can
be transmitted; the size of the congestion window is changed
according to experienced packet losses and round-trip time.
The end-to-end congestion control of TCP has two purposes
[20], i.e., 1) recovery of packet losses and 2) the fair allocation
of available bandwidth among various sources. TCP’s behavior
is a reference for the design of multimedia transmission sys-
tems, since it is widely regarded as desirable that multimedia
flows use resources fairly with respect to traditional TCP flows
(TCP-friendliness) [21]–[23]. However, it is widely accepted
that TCP is not suitable for transmitting real-time multimedia
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[24], [25]. Therefore, several proposals that modify TCP for
multimedia applications have been advanced in recent years.

In [26] and [27], TCP-like protocols without data retransmis-
sion are implemented; each application PDU is sent as an in-
dependent segment or a set of segments. Mukherjee and Brecht
propose a TCP modification for continuous media, called Time-
lined TCP, in which a deadline is specified for each packet, to
ensure timely delivery [28]. However, all cited works do not ad-
dress either perceptual quality or playout buffer behavior.

The additive increase multiplicative decrease (AIMD) ap-
proach provides good TCP-friendliness since it is the basis of
the TCP congestion control mechanism: transmission rate is in-
creased by an additive value when the channel is good and it
is decreased by a multiplicative factor in case of packet loss.
Bolot and Turletti [29] describe a feedback control mechanism
for the transmission of variable bitrate video in which the output
rate of the coder is adjusted in response to periodic reports on
packet losses at the receiver; source rate is halved if the median
loss rate exceeds a given threshold, otherwise it is increased
by a fixed fraction of its current value. Also Busse, Deffner,
and Schulzrinne describe an end-to-end control system in which
transmission rate is decreased by a multiplicative factor if the
short-term loss average exceeds a given threshold, otherwise it
is increased by an additive term [30]. Variants of the AIMD ap-
proach are also proposed to avoid drastic reductions in transmis-
sion rate, which are generally problematic for multimedia appli-
cations, while still maintaining a certain degree of TCP-friend-
liness [31], [32]. In [33] and [34], the delay is also monitored to
foresee the beginning of congestion.

Model-based rate estimation algorithms use a model of TCP
which gives the throughput of an ideal TCP sender as a func-
tion of packet loss rate and round trip time. If the output rate of
the multimedia transmission follows this throughput profile then
fairness and TCP-friendliness are achieved [35], [24], [36]–[39].
In [40] the loss-delay based adjustment algorithm (LDA) relies
on the enhanced version of the end-to-end real-time transport
protocol (RTP) to determine the bottleneck bandwidth of a con-
nection; the bottleneck bandwidth is then used for dynamically
determining the adaptation parameters.

Feedback information can be in the form of either periodic
RTCP receiver reports [30], [40], [33], [34] or packet-level ac-
knowledgments [13].

At the network standardization level, the Internet Engineering
Task Force has recently standardized the Datagram Congestion
Control Protocol to transport continuous media over the Internet
[41]; the new protocol supports several of the end-to-end flow
control algorithms cited above.

B. Source Rate Shaping Algorithms

Rate-shaping algorithms adjust the transmission rate of the
multimedia source to match the rate determined during the rate
estimation process. Rate shaping algorithms strongly depend
on the kind of source, i.e., speech, audio, or video, due to the
fundamental differences among the respective compression
techniques. Early works addressed adaptive transmission of
speech [42], [33]. Video coding rate was first varied by ad-
justing the quantization stepsize [29], [7], [19], [34], [43], [44],
[38]; it is well known, in fact, that the higher is the quantization

stepsize, the lower are both output bitrate and quality [45].
Since the quantization stepsize is adjusted at the encoding
time, this method can only be applied to the streaming of live
video. A possible solution for pre-encoded video is to produce
different versions of the same sequence at different bitrates
[46], [34]. The resulting bitstreams, however, can be switched
only at key frames, otherwise the prediction loop may break.
To provide efficient switching points in the sequence, H.264
video coding standard has introduced a new type of picture,
called switching predictive (SP), to provide efficient switching
points in the sequence [47]. Also re-encoding with a different
quantization stepsize can be performed to reduce the bitrate of
pre-compressed streams, at the price, however, of a consider-
able increase in terms of CPU usage, encoding time and coding
distortion [48].

In case of live streams or re-encoding, another way to reduce
bit rate is by avoiding to encode some parts of the video as in
case of macroblock skipping, that is, frame areas with low mo-
tion activity are not coded [29]. Other techniques in this con-
text are low-pass filtering, color reduction, and change of coding
format; for an overview, refer to, e.g., [48].

Another way to vary the source coding rate is to use lay-
ered-encoded video. The compressed input signal is organized
in a set of layers arranged in a hierarchy that provides progres-
sive refinements (from the points of view of spatial/temporal
resolution or quality) [49]–[52]. Adaptation can be performed
by dropping layers both at the transmitter side and in proxy
caches [53], [38]. In case of multicast transmission each layer
can be transmitted over a different multicast group and the rate
is chosen by each receiver by subscribing to a different number
of multicast groups [54]. When two or more independent trans-
mission channels are available, the source signal can also be
profitably encoded and transmitted using multiple description
coding (MDC) techniques [55]–[57]. Unlike layered coding, in
fact, for which the core layer must be received in all cases, in the
case of MDC, missing descriptions do not impair the ability of
the receiver to decode the other, correctly received descriptions.
It is worth noting that the benefits of scalable coding (be that
layered or MD) are paid in terms of reduced coding efficiency
with respect to non-scalable multimedia encoding.

Rate shaping of pre-compressed streams can also be per-
formed by dropping some portions of the compressed stream
such as frames [29], [58], [48], [59]–[61] or high-frequency
DCT coefficients [27]. However, in these cases, considerable
distortion might enter the prediction loop.

III. VARIABLE TIME SCALE STREAMING (VTSS)

The first step of the streaming process is to encode the source
signal. In case of video, compression is performed on frames,
that is, segments of input data, which we will call, for the sake
of generality, presentation units (PU). All the data belonging
to the same PU are played back at the same time during the
decoding process. Thus each PU is associated with a unique
presentation time. Each PU may be encapsulated in one or more
transmission units (TU), i.e., one or more packets, that share
the same presentation time. Each TU is then transmitted and
buffered at the receiver where it will be reassembled into PU’s,
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decoded and presented to the user. All the TU’s that constitute
a PU must be received before the PU’s presentation time.

Let be the time instant at which the -th TU of the -th
PU is sent, and let be the presentation time of the -th PU. Let

and be the transmission delay and the TU size, respec-
tively. To allow error-free decoding at the receiver, the following
straightforward timing condition must hold for each TU:

(1)

If the instantaneous available channel capacity along the path
between the source and the destination is indicated by ,
each TU can be successfully transmitted only if

(2)

where or depending on the number
of TUs in the -th PU.

A scheduling strategy determines the transmission instants
. A simple choice is to uniformly distribute the TU’s be-

tween the PU’s creation instants. A different approach consists
in sending all the TUs of a certain PU consecutively right after
the PU creation. In the first case, the rate offered to the network
is more uniform, whereas in the latter case the probability to
receive the TU’s in time is higher, at the price of a spiky rate
profile.

The encoding and packetization strategy determines TU’s
number and sizes, the latter indicated by the numbers . The

values are generally determined at encoding time, but can
also be adjusted at later times, as explained in Section II-B.

Regardless of the encoding strategy, PU’s are generally trans-
mitted on the network at approximately the same rate at which
they will be decoded and presented to the user. For instance,
a video streaming application offering 20-frame-per-second
video, will transmit with the same scheduling, i.e., packets cor-
responding to 20 frames per second. We refer to this approach
as real-time transmission. Assuming that the first TU of each
PU is transmitted at the beginning of each PU time frame,
real-time transmission is described by the following timing
condition:

(3)

The VTSS approach, instead, is based on the concept of
varying the transmission rate of the TU’s, i.e., the instants,
according to the instantaneous network conditions. Hence, the
TU’s transmission rate may range from zero (i.e., the transmis-
sion pauses) to as high as the available channel capacity allows,
in which case the equality holds in (2).

Consequently, PU’s may be locally more closely set in time,
or more apart from each other, than in the real-time case. Fig. 1
shows examples of TU transmission schedules for both real-
time and VTSS streaming. Fig. 1(a) represents TU transmission
times in the case of standard real-time streaming: TU’s may be
distributed as desired along their PU time frame, but the PU’s
timing is constant. Fig. 1(b) and (c) show VTSS transmission
examples, where the PU’s instants are not uniformly distributed.
Fig. 1(b) depicts a VTSS transmission that ends earlier than real-
time, whereas in Fig. 1(c) the VTSS transmission happens to

Fig. 1. Examples of TU’s transmission schedule for (a) standard real-time
streaming (PUs uniformly spaced in time), (b) VTSS with faster than real-time
transmission, and (c) VTSS with overall real-time behavior [the transmission
ends at the same time as (a)].

end, as it may, at the same time as a real-time transmission, but
during the first part of the stream PU’s were sent faster than
real-time, whereas the second part registers a strong slow-down
around PU 6.

We introduce the instantaneous time-scale coefficient , de-
fined as follows:

(4)

When condition (3) holds, then the transmission is carried out
in real-time, and . If , the transmitter is sending
packets at a rate higher than the receiver’s consumption rate, i.e.,
the transmission is happening faster than real-time. If ,
the receiver is consuming data faster than they are sent, down to
the case of when no data are sent and playback continues
until the receiver buffer is empty.

Fig. 2 shows the block diagram of a video streaming system
using the VTSS approach. In the remainder of this paper, for
simplicity’s sake, the terms “TU” and “packet” will be used in-
terchangeably, as well as “PU” and “frame”. With the VTSS
approach the pacing of the packets is determined by the packet
scheduler to achieve the time-scale coefficient chosen by a
time-scale selection algorithm on the basis of channel state in-
formation. At the receiver, data packets are retained into the
playout buffer until they are decoded and presented to the user.
The channel monitor determines the instantaneous channel state
using one of the methods presented in Section II-A. The status
information is sent back to the time-scale selection algorithm
which modifies the time-scale coefficient according to the esti-
mated instantaneous channel capacity.

The playout buffer should handle the potentially large rate
variations that characterize the VTSS technique. The maximum
allowed rate variation is, in fact, determined by the size of the
playout buffer. Therefore, an important aspect of the VTSS de-
sign is to choose the time-scale coefficient according to the in-
stantaneous conditions of the receiver-side playout buffer. If the
time-scale coefficient has been less than one for a long time, the
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Fig. 2. Block diagram of a VTSS video transmission system.

playout buffer may soon empty, causing a potentially disrupting
playback gap. To deal with this case, however, the VTSS trans-
mission strategy could be coupled with a standard source rate
adaptation mechanism so that the amount of transmitted data is
reduced when the playout buffer is nearly empty and channel
bandwidth is scarce.

The VTSS approach can be applied to any multimedia
coding standard and may be used in conjunction with any kind
of source coder. Source coding can be performed as desired,
e.g., at constant playback quality, as is the case of most enter-
tainment-quality applications. In real-time source rate adaptive
approaches, instead, the source rate is dictated by the instanta-
neous channel quality. Therefore, it may happen that, in certain
time intervals, the video signal requires a high encoding bit
rate to ensure good video quality, but the available bandwidth
is low: in those cases, the users experience poor video quality.
If channel bandwidth is abundant, instead, and the video signal
characteristics allow good encoding quality even at relatively
low bit rates, channel capacity cannot be efficiently exploited
by the real-time source rate adaptive approach since it is useless
to increase the source encoding rate over a given threshold due
to saturation effects.

Finally, differently from the real-time source rate adaptive ap-
proaches, the VTSS approach can even suspend the transmis-
sion if network is heavily congested, whereas real-time source
rate adaptive techniques are restricted to minimum rates which
depend on the specific compression algorithm. Therefore, the
source rate cannot be reduced under a certain threshold, which
may however be still too high, thereby causing heavy losses and
prolonged network congestion.

A VTSS system may, therefore, easily implement the desired
trade-offs between several factors, including peak network oc-
cupancy, receiver-side buffer size, maximum tolerable playout
delay, and TCP-friendliness. Moreover, compared to real-time
source rate adaptive approaches, it also avoids fluctuations of
multimedia encoding quality in case of varying network condi-
tions.

IV. VTSS PERFORMANCE ANALYSIS

Let us assume that the available channel bandwidth as a func-
tion of time, , is known. We will demonstrate that a video
sequence transmitted with the VTSS technique can achieve a
distortion which is lower or, at worst, equal to the distortion
achieved by the best source rate-adaptive technique, under the
same network conditions and under the assumption for sim-
plicity’s sake that no packet losses occur.

In the following, we use to indicate the size of the -th
frame. For simplicity’s sake, we assume that the transmission
starts at time zero. The encoding optimization problem for the
real-time source rate adaptive approach can be stated as follows:

(5)

where is the encoding distortion for the -th frame (for
simplicity’s sake, a function of the frame size only), is the
number of frames in the sequence and is the inverse of the
frame rate. The constraints ensure that the channel bandwidth is
sufficient to transmit each frame . Using the same notation, the
VTSS approach may be formulated as

(6)

Except for , the constraints in (6) do not directly impose
a maximum size for a single frame. However, at time instants
which are multiples of , all past frames must have been trans-
mitted, hence their cumulative size is limited.

To clarify the implications of the constraints in (6) on the
transmission in terms of the instantaneous time-scale coefficient

defined in (4), we express such constraints as a function of .
First, note that

(7)

Then, and are chosen such that

(8)

to completely use channel bandwidth. Therefore, by using (7)

(9)

since integration intervals are adjacent. Assuming that the trans-
mission starts at time zero, i.e., , the constraints in (6)
can be expressed as

(10)
since is a non-negative function. Therefore:

(11)
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Equation (11) implies that

(12)

The previous equation expresses the constraints on the instanta-
neous time-scale coefficient as a function of the values of the
past instantaneous time-scale coefficients. Except for the trans-
mission of the first frame which, of course, requires no less than
real-time transmission, the minimum value of the instantaneous
time-scale coefficient which ensures the correct transmission of
a given frame is bounded and it depends on the values of the
instantaneous time-scale coefficient used for previous frames:
the greater the instantaneous time-scale coefficients for previous
frames, the lower the allowed instantaneous time-scale coeffi-
cient for the current one. Note also that (12) never imposes an
instantaneous time-scale coefficient greater than one, pro-
vided that the constraint for is satisfied. This can easily
be proven by substituting that constraint into (12). This implies
that at any time the instantaneous time-scale coefficient can be
reduced to one, i.e., a faster than real-time transmission can al-
ways be slowed down and carried out in real-time. This obser-
vation is important for the case of a limited receiver buffer size,
as shown at the end of this section.

In the following part we focus on determining the values
which solve the problems posed by (5) and (6). Note that the

functions are the same in both cases if the same video
sequence is considered.

Lemma 1: For the same channel conditions, any set that
satisfies the constraints of (5) also satisfies the constraints of (6).

Proof: Let be a set that satisfies (5). We sum each
constraint expressed by (5) for which

(13)

The integrals can be easily summed because the integration in-
tervals are adjacent, yielding

(14)

Since is arbitrarily chosen, those sets that satisfy the
constraints of the real-time source rate adaptive optimization
problem (5) also satisfies the constraints of the VTSS optimiza-
tion problem (6).

Lemma 2: For the same video sequence and the same channel
conditions, there exists at least one optimization problem in the
form of (5) such that its optimal solution is suboptimal if the
constraints are replaced with the constraints of (6).

Proof: The proof will show how to construct such problem.
Since the problem can be arbitrarily chosen, we assume that

are monotonically decreasing functions of . We choose
the set such that

(15)

This is the optimal solution of problem (5) because each term of
the summation is positive, each term only depends on a single

value and all constraints are satisfied at equality. Let
be the corresponding minimum distortion. Now

we construct the set as follows:

if and
if
if

(16)

where and
is an arbitrary value. Hence the constraints of (5) are violated if

, but the constraints of (6) continue to hold because

(17)

Then we further assume that the chosen and sat-
isfy the condition

(18)
It is easy to show that

(19)

therefore

(20)

which implies

(21)

Hence, the set satisfies the constraints of (6) while yielding
a total distortion which is strictly lower than .

Theorem 1: For the same sequence and the same channel
conditions, the solution of the VTSS problem leads to a total
distortion which is lower or, at worst, equal to the one of the
rate-adaptive problem.

Proof: Let be the total distortion achieved by the op-
timal solution of the rate-adaptive problem. This solution satis-
fies the constraints of the VTSS problem by Lemma 1, hence a
solution of the VTSS problem with total distortion equal to
exists. The solution, however, is not guaranteed to be optimal
for the VTSS problem by Lemma 2, since there exists at least
one rate-adaptive problem whose optimal solution is not the
optimal one for the corresponding VTSS problem.

Therefore, under the hypothesis of no losses, we showed that
the minimum total distortion achieved by the real-time source
rate adaptive strategy operating in ideal conditions can be low-
ered, or, at worst, left unchanged, by using the VTSS trans-
mission strategy. Moreover, note that the assumptions about
the frame distortion function in Lemma 2, i.e., monotonic de-
crease as a function of the frame size as well as the conditions of
(18), are realistic since they express the typical behavior of the
rate-distortion characteristic of a video encoder. Thus, in real-
istic cases, the solution of the VTSS transmission problem leads
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to a distortion which is strictly lower that the distortion produced
by the solution of the real-time source rate adaptive problem.

In the following, the requirements of the two transmission
strategies on the receiver buffer size are investigated. In case of
real-time source rate adaptive transmission the receiver buffer
size can be determined by considering the expected network
jitter only. In case of VTSS transmission, instead, the receiver
buffer is also used to store multimedia data when the instanta-
neous time-scale coefficient is greater than one, i.e., the trans-
mission proceeds faster than real-time. If we assume that the
VTSS transmission technique is transmitting the -th frame, i.e.,

, the amount of transmitted data up to time can
be expressed as

(22)
while the amount of decoded data at the receiver is

(23)

where is the sum of the transmission and the initial buffering
delays at the receiver. Thus, the receiver buffer size needed
at a given time instant can be computed as

(24)

Equation (24) imposes a lower bound on the buffer size at the
receiver for the VTSS technique, which depends both on the
amount of available channel bandwidth and the time elapsed
from the beginning of the playback. Note that buffer level can
be monitored at the transmitter by reproducing its behavior,
i.e., by adding the size of all transmitted frames and by sub-
tracting, as transmission proceeds, the size of each already de-
coded frame. In case of packet losses and uncertain transmis-
sion delay, the transmitter might overestimate but never under-
estimates the buffer requirement at the receiver. Therefore, the
transmitter, if the estimated level of the receiver buffer is too
close to the upper limit, could reduce the instantaneous time-
scale coefficient to one, i.e., transmit in real-time, to avoid re-
ceiver buffer overflow.

V. SIMULATION SETUP

A. VTSS Test Implementation

To test the VTSS approach with actual video material over
an IP network, and to validate the theoretical analysis presented
above, we designed a specific VTSS implementation in which
the rate of the VTSS source has been set to be less than or equal
to the rate of a generic TCP transmission in presence of the same
interfering traffic. Thus, the specific VTSS implementation used
for the tests described in the following is TCP-friendly by defini-
tion. Packet scheduling is performed as follows. For each frame,

TABLE I
ENCODING PSNR

Fig. 3. Topology of the simulated network scenario. The video source com-
petes with other concurrent interfering sources for bottleneck usage.

a current frame interval is determined by multiplying the current
time-scale coefficient by the real-time duration of one frame.
Then, packets are uniformly spaced within that current frame in-
terval and sent according to that schedule. When the last packet
of the frame has been sent, the previous steps are repeated for
the next video frame using the updated value of the time-scale
coefficient.

The implementation of the VTSS approach described above
was tested with the ns network simulator [62] and a set of
widely used video sequences. We used 239 frames of the stan-
dard video sequences known as tempete, mobile, foreman, silent
and mother & daughter. The spatial resolution is 352 288
pixel (CIF resolution). The encoding distortion values for the
five sequences are reported in Table I.

To achieve statistical significance, the simulations were
performed on the sequences concatenated with themselves 30
times, for a total of 7170 frames. At 25 frames per second, the
duration of the resulting sequence is 286.8 s. The sequence
was encoded using the H.264 reference software version JM
8.0 [63]. The encoding pattern is IPBPB with an I-picture
inserted every 12 pictures; consequently, when the video is
transmitted in real-time, a full refresh takes place every 480
ms. The Network Abstraction Layer of H.264 was instructed to
place two rows of macroblocks in each packet, with a maximum
transmission unit size of 1500 bytes.

B. Network Setup and Test Cases

The network topology features a simple two-node bottleneck,
shown in Fig. 3, with a 5-ms source-to-destination propagation
delay. The bottleneck link capacity varies. The other links are
oversized in bandwidth not to impact on the results.

We consider two different scenarios. In Scenario 1, CBR
traffic is injected in the network to vary the amount of available
bottleneck bandwidth, whereas in Scenario 2 an actual network
trace is used as interfering traffic. In both cases, the channel
capacity available for video transmission over the whole simu-
lation time is approximately equal to the average bitrate of the
video sequence. For the first scenario, the minimum channel
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capacity never drops below the minimum rate of the source
encoder for the real-time ideal source rate-adaptive technique,
whereas in the second scenario the interfering traffic trace
may occupy, for certain time intervals, the whole bottleneck
capacity.

The performance of our VTSS sample implementation is
compared with two other techniques. The first technique is
the ideal real-time source rate-adaptive algorithm, that in our
experiments varies the encoding rate to exactly match the
available rate on the bottleneck. The technique is ideal since: 1)
the available channel rate is assumed to be exactly known; 2)
encoding rate changes are assumed to happen instantaneously;
3) the available channel bandwidth never drops below the min-
imum rate achievable by the source coder (in Scenario 1); 4) the
maximum rate achievable by the source coder exactly matches
the maximum available bandwidth on the bottleneck so that
bandwidth is not wasted; and 5) no losses are experienced by
the ideal real-time source rate-adaptive flow. Such technique
models any packets scheduling technique which sends, in the
time interval corresponding to each video frame, a number
of bytes for that frame which fully exploits channel capacity.
The second reference technique implements a nonadaptive
approach that keeps its transmission rate constant (CBR),
regardless of network conditions. In this case, the fixed source
rate is the same as the VTSS technique. For each frame, packets
are uniformly spaced between frames. Due to implementa-
tion constraints in the H.264 software, it was not possible to
fine-tune the encoding rate for the ideal rate-adaptive technique
to exactly match the average encoding rate of the other two
techniques. However, to ensure fairness in the comparisons, the
ideal rate-adaptive technique has been allowed a slightly higher
average bitrate (about 10% higher) compared to the other two
techniques; for the tempete sequence, for instance, this yields
a non-negligible advantage of about 0.66 dB PSNR. Finally,
note that the playout buffer, for all techniques, is assumed to be
unlimited, except in Section VI-C which investigates the effect
of limiting the buffer size on the performance. However, in this
case the VTSS algorithm has been modified to keep track of the
receiver buffer level, thus avoiding overflow. Therefore, in all
the presented results data loss is only caused by router drops.

VI. RESULTS

In this section, the quality performance of the various tech-
niques is compared by means of two quality measures. First, the
peak signal-to-noise ratio (PSNR) between the received video
sequence and the original uncompressed one is shown, together
with the PSNR standard deviation, which can be interpreted as
another index of video quality [64]. Moreover, to partially over-
come the limitations of PSNR in evaluating video quality as per-
ceived by human users, we also use the perceptual video quality
evaluation (PVQM) algorithm proposed in [65], which provides
a value that has been shown to have a good correlation with
subjective quality evaluation scores. The PVQM algorithm pro-
vides an estimate of the results that would be obtained using the
double stimulus continuous quality scale (DSCQS) quality eval-
uation method [66], in which subjects are requested to evaluate
both the reference and the test video sequences using a 0–100

scale, without knowing which sequence is the reference. The
analysis is based on the difference in rating for each pair, i.e.,
the differential mean opinion score (DMOS) value. Therefore,
the lower is the DMOS value, the highest is the quality of the
tested video sequence. The DSCQS method is quite sensitive to
small differences in quality [67]. Since single-rating methods
such as DSCQS are not suited to the evaluation of long video
sequences due to the recency effect, that is, a bias in the rating
towards the final 10–20 s due to limitations of human working
memory [68], we estimate the PVQM on each repetition of the
video sequence (which is 9.56 s long), then we average the re-
sults over the whole sequence.

A. Scenario 1

In this scenario, one video source transmits packets to its des-
tination. Network conditions change during the simulation be-
cause a concurrent on/off UDP source is activated. The UDP
source generates a constant bit-rate traffic from time 144.54 s to
287.94 s with a bandwidth variation at time 240.14 s.

Table II shows the performance of the VTSS implementa-
tion with respect to the ideal real-time source rate adaptive and
CBR techniques in the network conditions previously described.
The VTSS technique shows consistently higher PSNR values, in
the order of 1 dB, than the ideal rate-adaptive transmission, for
all the tested video sequences. The result is confirmed by the
DMOS value: the average gain is about three, and it reaches 6.3
for the tempete sequence. As to be expected, the gain is even
more pronounced with respect to the constant-bit-rate transmis-
sion technique (on average, a gain of 7.6 dB and of about 30 for
the DMOS value).

Besides providing higher PSNR absolute values the VTSS
technique also delivers considerably lower PSNR fluctuations.
On average, the PSNR standard deviation is 1.6 dB instead of
4.9 dB. The VTSS technique, in fact, is able to keep the video
quality very close to the encoding quality even considering
small variations due to occasional losses, over the whole du-
ration of the simulation, whereas the quality delivered by the
ideal real-time source rate-adaptive technique, instead, varies
greatly, depending on the network conditions which dictate the
source coding rate. In other words, the VTSS video quality
is both higher and more stable, i.e., more pleasant [64], than
the one provided by the ideal real-time source rate-adaptive
technique. The result is even more interesting considering
that the reference rate-adaptive technique, not only enjoys,
as mentioned before, a slightly higher encoding rate, but,
being ideal, experiences no packet losses whereas the VTSS
implementation, being realistic, does. The VTSS technique, in
fact, experiences some packet losses, due to the imperfections
of the TCP rate control mechanisms. The CBR transmission
case, instead, is completely different, as expected. The quality
of the CBR transmission technique, in fact, varies strongly due
to the very high packet losses taking place when bandwidth is
insufficient, as shown by the right-most column of Table II.

The next set of results illustrate four important aspects of
the performance of the VTSS transmission technique, namely,
throughput, PSNR, packet loss rate (PLR) and playout buffer
fullness, as a function of time. Figs. 5–8 refer to simulation runs
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TABLE II
PERFORMANCE OF THE VTSS IMPLEMENTATION WITH RESPECT TO THE IDEAL RATE-ADAPTIVE AND CBR TECHNIQUES (SCENARIO 1)

Fig. 4. Rate distortion function of the tempete sequence. H.264 encoding at CIF
resolution, 25 fps. Each point is obtained with a fixed quantization stepsize.

using the tempete sequence, whose rate distortion function is
shown in Fig. 4.

Fig. 5 shows a comparison of the throughput of the
three transmission schemes under analysis. The horizontal
dash-and-dot line represents the bottleneck bandwidth, whereas
the solid line represents the interfering traffic, which is absent
in the first half of the simulation (up to time 144.54 s), while
it occupies a large share of the available bandwidth during the
second half. The VTSS throughput at the sender closely follows
the available channel bandwidth as a regular TCP flow would
do. The ideal real-time source rate-adaptive technique, being
optimal, does even better and uses the available bandwidth
perfectly. The CBR transmission technique outputs data at the
same bitrate regardless of the available channel bandwidth.

Fig. 6 shows the packet loss rate for the VTSS transmission
technique for the tempete sequence. A small amount of packets
is lost in presence of interfering traffic (around and
240 s), with a imperceptible impact on the overall video quality,
i.e., 0.02 dB, as it can be surmised by comparing the first row of
Table II to the first row of Table I.

Fig. 5. Throughput of the various techniques as a function of time. The bot-
tleneck capacity is fixed, represented by the dash and dot line. The interfering
traffic is turned on at 144.54 s, approximately taking 85% of the bottleneck
bandwidth. Tempete sequence, Scenario 1.

The packet loss effect on VTSS quality is visible in Fig. 7,
near to the end of the simulation, as a small and limited in
time PSNR decrease. However, apart from occasional losses,
the VTSS technique is able to keep the video quality equal to the
encoding quality over the whole duration of the simulation. The
ideal real-time source rate-adaptive technique, instead, presents
a completely different PSNR behavior. Although no losses are
possible since the transmission technique is ideal and the min-
imum channel capacity, due to design choices, is always higher
than the minimum rate of the source encoder, video quality
varies greatly, as shown by the PSNR value, depending on the
interfering traffic bandwidth, which dictates the source coding
rate. The performance shown in Fig. 7 represents the upper
bound that can be achieved by any source rate-adaptive tech-
nique. The situation would be even worse if a non-ideal tech-
nique, which experiences packet losses and imperfect as well
as delayed knowledge of channel conditions, was used as ref-
erence, or if the channel capacity dropped below the minimum
rate of the source encoder, thus causing heavy packet losses.
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Fig. 6. Packet loss rate (moving average) as a function of time for the VTSS
technique, for sequence tempete, Scenario 1.

Fig. 7. PSNR as a function of time for the VTSS technique, compared with the
ideal rate-adaptive and the CBR techniques. Tempete sequence, Scenario 1.

Fig. 8. Time-scale coefficient as a function of time. Tempete sequence, Sce-
nario 1.

Fig. 8 shows the time-scale coefficient [see (4)] of the VTSS
technique as a function of time. When the available channel

Fig. 9. Buffer size at the receiver as a function of time. Tempete sequence,
Scenario 1. For real-time techniques, the playout buffer size has been set to 480
ms, which corresponds to the interval between two I-type frames.

bandwidth is greater than the bandwidth required by the en-
coded video, the time-scale coefficient is greater than one, and
the video flows at almost twice the real-time; in the second half
of the transmission, instead, video flows at approximately 1/4
real-time. The time-scale coefficient continuously adapts, as ex-
pected, to the available bandwidth. A slight increase of its mean
is, for instance, visible when the amount of concurrent traffic
decreases (after 240 s).

Finally, receiver buffer fullness, measured in seconds, is
shown in Fig. 9. Buffer fullness is a direct consequence of the
behavior of the time-scale coefficient: when the coefficient is
greater than one, the buffer size increases, because the amount
of data that are being transmitted is greater than the amount
consumed by the player. The opposite consideration holds
when the coefficient is less than one. The slope of the function
plotted in Fig. 9 is proportional to the value of the time-scale
coefficient as well as to the data consumption rate of the player.
The buffer decrease due to playback is visible after 275 s, when
the VTSS transmission ends and the buffer fullness is only
influenced by the playback rate. Buffer fullness after the initial
buffer filling time is constant in case of real-time transmission,
i.e., time-scale coefficient set to one.

B. Scenario 2

This scenario is similar to Scenario 1, but in this case an actual
network trace has been used to simulate real interfering traffic.
We use a publicly available trace from [69], between time in-
stants 2900 and 3187 s. The bottleneck capacity has been lim-
ited so that it never exceeds the maximum bandwidth of the
ideal real-time source rate adaptive technique, therefore it does
not waste bandwidth. Comparisons have been performed with
a VTSS transmission whose average bandwidth is the same as
the average available channel bandwidth. Simulation results in-
clude the tempete and mobile sequences only, because simu-
lating the other sequences with the same interfering traffic trace
would cause long pauses of the ideal real-time source rate adap-
tive transmission in the second part of the simulation since the
interfering traffic would occupy all the available channel band-
width. In this scenario we assume that if the available channel
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TABLE III
PERFORMANCE OF THE VTSS IMPLEMENTATION WITH RESPECT TO THE IDEAL RATE-ADAPTIVE AND CBR TECHNIQUES WHEN AN ACTUAL NETWORK TRACE IS

USED AS INTERFERING TRAFFIC (SCENARIO 2)

bandwidth is enough to transmit at least the lowest quality ver-
sion of the video sequence, the ideal real-time source rate-adap-
tive transmission does not experience losses. For some time in-
tervals, however, it may happen that the interfering traffic does
not leave the minimum necessary bandwidth to carry out the
transmission. In such a case, we assume that the ideal real-time
source rate-adaptive transmission is subject to a freeze. Trans-
mission immediately resumes when at least the minimum band-
width is available again.

Table III shows the performance results, in terms of PSNR
and PVQM, for the VTSS implementation and the ideal real-
time source rate adaptive technique. The VTSS technique, even
in this scenario, shows consistently higher PSNR values, up to
0.7 dB, than the ideal real-time source rate-adaptive transmis-
sion, as well as considerably lower PSNR fluctuations. On av-
erage, the PSNR standard deviation is 2.56 dB instead of 5.22
dB. The perceptual quality measure — up to 16.2 DMOS dif-
ference — confirms the results.

Moreover, to better understand the video quality impairment
experienced by the users, Table III also shows the number of
freeze events and total freeze duration for the ideal real-time
source rate-adaptive transmission. For the tempete sequence, for
instance, 24 freeze events are experienced during the transmis-
sion, and their average duration exceeds one second. Fig. 10
shows the throughput of the two transmission schemes. Such
freeze events are experienced when the channel bandwidth does
not allow to transmit even the lowest quality version of the
video, due to the presence of a large amount of interfering traffic.
In the same conditions, the VTSS technique suspends the trans-
mission, as shown by the zero value of the instantaneous time-
scale coefficient in Fig. 11, but playback is not disrupted be-
cause it is fed by the receiver buffer. The VTSS technique re-
sumes transmission as soon as channel bandwidth rises again.

Table IV shows the jitter experienced by packets with the
VTSS scheme. The average value is small, about 3–4 ms. Oc-
casionally, in presence of burst of interfering traffic, jitter can
rise up to about 400 ms. However, assuming that the same hap-
pens for the ideal real-time source rate-adaptive technique, a
half-second playout buffer would be sufficient to compensate
such delay variations, whereas in the case of the VTSS tech-
nique the receiver buffer already compensates such jitter values.

C. Receiver Buffer Size

Video streaming clients are increasingly used in set-top-boxes
and mobile devices, not to mention personal computers. While
personal computers are typically characterized by large pre-in-
stalled memory (one or more GB of RAM) and storage capacity
(32 GB or more), set-top-boxes and mobile devices usually

Fig. 10. Throughput of the various techniques as a function of time when the
actual network trace is used as interfering traffic. The bottleneck capacity is
fixed, represented by the horizontal line. Tempete sequence, Scenario 2.

Fig. 11. Time-scale coefficient as a function of time, when the actual network
trace is used as interfering traffic. Tempete sequence, Scenario 2.

TABLE IV
JITTER EXPERIENCED BY THE VTSS TRANSMISSION (SCENARIO 2)

come with less pre-installed memory, currently up to two
hundred megabytes for set-top-boxes [70], [71] and tens of
megabytes for low-end devices such as mobile phones with
streaming capabilities [72]. However, such devices are highly
heterogeneous, as some of them may also have additional
storage capacity in the form of an internal hard disk or they can
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Fig. 12. PSNR as a function of receiver buffer size for the VTSS technique,
compared with the ideal rate-adaptive technique. Tempete sequence, Scenario
1.

host large flash memories. Therefore, assuming large receiver
buffers does not seem unrealistic for a large number of devices.
With the VTSS technique, such devices can take full advantage
of the transmission intervals during which the channel band-
width is much higher than the average video bandwidth, thus
accumulating data as fast as possible into the receiver buffer.

However, in some cases a large receiver buffer is not avail-
able, therefore we also study the performance of the VTSS tech-
nique as a function of the receiver buffer size. As pointed out
while commenting on (24), the sender can estimate the amount
of data in the receiver buffer (the actual value might be lower
due to packet losses). To manage a limited client buffer size sce-
nario, we modified the VTSS transmission algorithm so that it
estimates, at each time instant, the receiver buffer level by means
of (24) and when the level is close to the maximum the algo-
rithm sets the instantaneous time-scale coefficient equal to one
(i.e., the transmission is carried out in real-time), thus keeping
the buffer level approximately constant.

Fig. 12 shows the PSNR performance, obtained in Scenario 1,
as a function of various receiver buffer sizes. Clearly, the VTSS
performance does not increase if the buffer is larger than a cer-
tain threshold which represents the maximum requirement for a
given video sequence and network scenario. Fig. 12 also shows
that, as expected, the ideal real-time source rate-adaptive tech-
nique becomes increasingly more attractive as the buffer size
decreases. In fact, most of the advantages of the VTSS tech-
nique are due to the possibility to store content at the receiver
as much as possible when channel is good, to ensure smooth
and good-quality reproduction at the receiver when the channel
bandwidth drops.

To roughly quantify the buffer requirements in a real case, as-
sume that the channel bandwidth is constant, equal to , and that
the video sequence bitrate is and its duration is . The
VTSS will transmit using an instantaneous time scale coefficient

. From (24), the buffer size level can be approxi-
mately computed as . In this simplified con-
stant channel bandwidth scenario, is constant, therefore

. The maximum receiver buffer size

level is experienced at the end of the faster-than-realtime trans-
mission, at time . By substituting in the previous
expression, .
Therefore, in this simple scenario, the required buffer size at the
receiver can be easily computed by multiplying the whole video
sequence size in bytes by factor . Such factor
varies from zero to one depending on the ratio between avail-
able channel bandwidth and video sequence bitrate. In a realistic
case, e.g., standard-resolution TV over DSL, ,

, , is equal to 0.5 and therefore
the receiver buffer size should be able to accommodate half of
the video sequence, i.e., 858 MB, which is not an issue for any
currently available personal computer. The same amount of data
can be easily accommodated in a 1 GB cheap flash memory unit,
as found in an increasing number of mobile devices, or in the in-
ternal hard-disk of a set-top-box.

However, if the buffer size is smaller, for instance, 192 MB
as in a currently available disk-less set-top-box [70], with ref-
erence to the previous example the VTSS algorithm will be-
have as follows. Let be the buffer size. At the beginning
of the transmission the buffer will increase its level, up to time

, i.e., 384 s. Then, the transmission will
proceed in real-time not to overflow the buffer, although the
channel bandwidth would allow to transmit faster. However,
even with such a reduced buffer size compared to , a
smooth playback is guaranteed for at least , i.e.,
more than 6 min in the example, even if the channel bandwidth
drops to zero. Mobile devices may have even less memory.
However, in this case the video sequence bit rate is also lower
when compared to the example, therefore the receiver buffer re-
quirements are correspondingly reduced.

VII. CONCLUSION

A VTSS technique for multimedia streaming over IP net-
works has been studied, via both a theoretical analysis and
network simulations. According to the VTSS technique, rather
than constraining the transmitter to operate in real-time, the
time scale of the packet scheduler can change from zero when
the network is congested to as faster than real-time as the
channel bandwidth allows when the network is lightly loaded.
Under the hypothesis of no losses, we analytically showed that
the minimum total distortion achieved by the real-time source
rate adaptive strategy operating in ideal conditions is lowered
or, at worst, left unchanged, by using the VTSS transmission
strategy. Assuming typical video rate-distortion curves, the
distortion can always be lowered. To validate the theoretical
analysis and to test the VTSS approach in more practical terms,
network simulation results of a TCP-friendly test implemen-
tation of the VTSS approach were presented using H.264 test
video sequences, realistic network conditions and objective
measures of video quality. Results show that the test VTSS
implementation delivers consistently higher as well as more
constant quality when compared to an ideal real-time source
rate-adaptive transmission.
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